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Abstract

The acceleration of the fourth industrial revolution has led many experts and
technological elites to demand government intervention to direct the path of tech-
nological development. This paper analyzes the bases of citizen support for policies
that regulate and tax new technologies. We argue that policy preferences are shaped
by core narratives about technology, principally related to the claim that technology
favors economic growth and consumers (the ’pro-tech’ narrative), or that it harms
some workers and communities (the ’anti-tech’ narrative). To examine how these
core narratives affect public opinion, we develop new survey questions about six
relevant policies (e.g. taxes on algorithms and robots) and experimentally manip-
ulate the arguments provided to citizens about the consequences of such policies.
We embed our experiments in large, representative samples from 5 EU countries
(France, Germany, Italy, Poland, and Sweden) in which we also measure a theoreti-
cally motivated battery of objective and subjective technological risks, including risk
of substitution by artificial intelligence (AI). We find that: a) there is considerable
support for technology regulation; b) support is significantly reduced by arguing
that regulation and taxation harms the economy and consumers; c) support is only
modestly increased by appealing to the distributional consequences of technologi-
cal disruption; d) objective indicators of technology risk neither predict attitudes
nor moderate treatment effects. We conclude by discussing the implications of our
results in light of growing concern about AI.
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1 Introduction

Public debate about the impact of new technologies on society has until recently been

characterized by unbridled techno-optimism. Accelerating digitalization has been one of

the main goals of the Next Generation (NG) program of the European Union (EU), which

states, “there is a broad consensus on the priorities for the European economic growth

model, including the green and digital transitions” EC press release, March 2022). Tech-

nology entrepreneurs are known for their strong anti-regulatory sentiment (Broockman

et al., 2019), underpinned by the belief that technological progress is overall beneficial.

Political parties discuss mostly in positive terms about digitalization and mention cy-

bersecurity or disinformation as possible risks of technological acceleration (König and

Wenzelburger, 2019; Marenco and Seidl, 2021).

Yet this upbeat zeitgeist about the impacts of new technologies has been challenged

since the eruption of large language models such as ChatGPT in late 2022.1On March

22, 2023, scientists and practitioners wrote in an open letter: “. . . we call on all AI labs

to immediately pause for at least 6 months the training of AI systems more powerful

than GPT-4. This pause should be public and verifiable, and include all key actors. If

such a pause cannot be enacted quickly, governments should step in and institute a mora-

torium.”2 This call captures a cautionary regulatory sentiment that is also increasingly

voiced by academics (Acemoglu, 2021).

To date, however, there is little research about where citizens stand in this debate.

This paper considers the determinants of citizen views towards the regulation and taxa-

tion of new digital technologies. More specifically, we focus on policies that attempt to

shape how new digital technologies are adopted in economic settings. The set of poli-

cies we consider corresponds to what others have called ”technological steering” policies

(Burgisser, 2023) —policies that intend to direct of slow down how new technologies are

adopted in workplaces, production, or consumption settings and which are justified by

1Support for government regulation of new AI technologies was high among some AI developers and
experts before 2023 (Zhang et al., 2021).

2Available at: https://futureoflife.org/open-letter/pause-giant-ai-experiments/. To date the letter
has over 30,000 signatories.
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the goal of softening the distributive or economic consequences of technological disrup-

tion. We exclude regulatory policies motivated by other types of reasons such as ethics

(e.g. algorithmic discrimination), information quality (e.g. veracity stamps to prevent

fake news), or health impacts (e.g. limits on video-game consumption for children).

This paper asks: Do citizens believe that governments should intervene in how new

technologies are adopted in economic settings? If so, what explains positions on this issue?

Which arguments or considerations are more likely to shape opinion? To address these

questions, we identify two main types of arguments in academic and public debate in

favor of and against the regulation and taxation of technology in workplaces and markets:

a) arguments in favor of technological regulation that stress potential harms of and the

need to protect the economic losers from technological disruption; b) arguments against

regulation that focus on the negative economic effects of restraining technological change.

To examine the impact of both arguments, we provide new measurement of public sup-

port of six different regulatory policies, within a common survey experimental framework

that randomizes these arguments. Our 2 x 2 design compares public support for tech-

nological regulation when given no frames about these policies; when arguments about

how regulation protects economic losers from technology are made salient; when the argu-

ment that regulation reduces economic growth is made salient; and when both arguments

are salient. In addition to the effects of arguments, we study how self-interest affects

preferences over technological regulation. Our survey contains detailed questions about

occupational risks and technology-oriented attitudes. We ask if citizens at higher objec-

tive and subjective risks of displacement by technology are more predisposed to support

regulation and if they are more responsive to such arguments. For example, individuals

whose jobs are more at risk from automation – or who have such concerns – should be

more supportive of regulatory proposals when their impact on vulnerable workers is made

salient.

We collected a wealth of new survey data gathered from February-April 2023 from

large samples in five European countries (Germany, France, Italy, Poland, and Sweden).

Our data measure support for six policy proposals, with a rich battery of variables to
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test a wide variety of occupational, attitudinal, and other demographic correlates of such

policy views.

Overall, we find that arguments about the potential harm to the economy by regulation

are more persuasive than arguments about the distributive implications of technological

change that emphasize winners and losers. We also find that the correlation between self-

interest, measured in a variety of ways, and support for technological regulation is weak,

even when citizens are given information about who benefits from regulatory policies.

Our paper contributes to the growing academic literature that studies the determi-

nants of technological change, digitalization, and AI and their labor market and political

impacts. Recent empirical research has examined if citizens at risk of displacement by

technology prefer redistribution, activation, basic income, or protection against change

(Thewissen and Rueda, 2019; Busemeyer and Tober, 2023; Busemeyer et al., 2023; Gallego

et al., 2022; Weisstanner, 2021; Gallego and Kurer, 2022). Results so far are mixed and

do not explain why people exposed to technology-related labor market risk often fail to

support policies that may help them insure against these risks and instead divert blame

to other structural causes such as immigration or international trade (Wu, 2022; Mutz,

2021). Our study shows that the techno-optimist narrative that links technology to eco-

nomic growth is much more persuasive than standard political economy arguments about

the need to protect groups harmed by technological change. Individuals who are likely

beneficiaries from such policies may find growth-based arguments against regulation more

persuasive, and may be motivated to find alternative actors to blame for their economic

decline.

We also contribute to a nascent literature that is critical of the current market-driven

path of technological development (Johnson and Acemoglu, 2023). The deregulation

of economic activity and the rise of digital technologies since the 1970s have resulted

in a steady rise of income inequality, stagnant real incomes for broad sectors of the

population, and an unprecedented concentration of economic and political power in a

few giant technological firms. Reversing these trends requires government intervention to

limit the power of large technological firms, steer technological development to welfare-
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enhancing uses, and share the benefits of technological development. By examining public

opinion about government regulation of technology, an understudied topic, our study

sheds light on the potential popular support for policies that some scholars think would

put democracies on a more inclusive path of development.

2 Technology, Regulation, and Preferences

In this section, we first summarize recent discussion on the current path of tech-

nological development and proposals for growing government regulation of technology.

Then, we turn to the limited literature about what affects public support for technology

regulation. We articulate hypotheses related to two types of explanations: a) standard

political-economy accounts that focus on self-interest or group-based arguments about

winners and losers of technological change; b) ideational or socio-tropic accounts that

emphasize how narratives about technology shape attitudes.

2.1 The case for technology regulation

Daron Acemoglu and coauthors (Acemoglu and Restrepo, 2018; Acemoglu et al., 2020,

2022a,b; Acemoglu and Lensman, 2023; Acemoglu and Restrepo, 2019; Acemoglu, 2021;

Acemoglu and Restrepo, 2022) provide an emerging framework and strong normative case

in favor of government oversight of technology development. This research agenda was

initially motivated by evidence that the third industrial revolution along with a dereg-

ulation of economic activity has produced job polarization and inequality in advanced

industrial economies, since the 1970s (e.g. Goos et al., 2009, 2014; Autor and Dorn, 2013;

Acemoglu and Restrepo, 2022), has produced stagnant or declining real wages for men

without college degrees (Autor, 2019), and has concentrated gains and power in a few

superstar firms Autor et al. (2020).3

3The trend towards growing concentration of economic power has intensified in recent years. The
stock market value of the companies known as ”Big Five” —Apple, Microsoft, Alphabet, Amazon and
Meta —together with two new entrants —Nvidia and Tesla —has soared 60% to in 2023 $11 trillion
fuelled by optimism about AI. In 2022, USA’s GDP was $25 trillion.
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Collectively, these findings cast doubt on the claim of a ”productivity bandwagon,” by

which technological development creates economic growth that eventually trickles down

and benefits everyone in society (Johnson and Acemoglu, 2023). Several reasons may

prevent economic growth driven by technology from resulting in gains for a majority

of the population, including the oligopolistic power of large companies, innovation that

is excessively oriented towards automating work and substituting workers rather than

raising marginal productivity and creating new tasks, or because firms do not share rents

with workers.

Accordingly, economists are reevaluating canonical theoretical models in which tech-

nological development is always beneficial as excessively techno-optimistic. More recent

task-based theoretical frameworks permit technological change to have net negative im-

pacts on employment and wages; this occurs if new technologies that automate tasks

previously done by humans do not create enough new tasks, directly or indirectly, to coun-

tervail the substitution effect (Acemoglu and Restrepo, 2018). In sum, economic analysis

is shifting towards a more cautionary stance about the aggregate impact of market-driven

technological change on welfare. Scenarios in which technological change do not produce

net aggregate gains or shared prosperity are not just a theoretical possibility. Johnson

and Acemoglu (2023) amass historical examples of technologies that reduced living stan-

dards for a majority of the population, including early agriculture, water- and windmills

in medieval times, and the early industrial revolution. In these contexts, all gains were

concentrated in a small elite comprised by less than 10% of the population.

Correspondingly, when technological development does not follow a path that is so-

cially optimal or when it reduces aggregate welfare, there is a clear normative justification

for government intervention to affect its development (Acemoglu and Lensman, 2023).

Scholars in other disciplines are increasingly raising concerns about the capacity of new

technologies, and specifically about AI, to undermine democracy through changes in in-

formational environments (Boix, 2021; Jungherr, 2023). Although this is not the focus of

this work, these arguments provide additional reasons to support regulation.

Public views about the regulation of technology remain poorly understood. This
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lacuna is critical because in democratic contexts, public opinion is an important determi-

nant of or barrier to policy adoption. Despite the obvious importance of recent accelerated

technological change to occupational stability and overall growth, we are lacking stud-

ies that analyze preferences about technology regulation policies that could have strong

steering effects. The next sections provide the key theoretical arguments about policy

preferences in this arena and how they might be shaped.

2.2 Technological Winners and Losers

The most frequent theoretical framework applied in the literature about technological

change and political attitudes comes from standard political economy accounts where pol-

icy preferences follow from income maximizing individuals who pursue their self-interest.

In this perspective, individuals consider their labor market situation and how technological

change is likely to affect it in the future. They calculate the likelihood that technology-

related changes will affect them positively or negatively and form preferences on public

policies depending that follow from these calculations. This framework has been mainly

developed to address the question of how technological change affects attitudes towards

redistribution; in this section we consider how this general logic applies to preferences

towards the regulation of technology.

The growing literature about technological change in political behavior takes as the

main point of theoretical departure some version of the claim that occupation-based “dis-

placement” risk shapes preferences for social policies (e.g. Rehm, 2009).4 In this standard

account, workers at higher objective labor market risk due to technological change are at

some level aware of this risk and support more generous compensation policies to insure

against income loss. The core empirical approach in this literature has been to code oc-

cupations or tasks of occupations that can be substituted by technology and link this risk

to compensation support. In one of the first systematic analyses, Thewissen and Rueda

(2019) find with observational European evidence that routine-task intensity (RTI) is cor-

4This approach draws on the larger literature on the role of unemployment risks and support for
welfare as insurance.
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related with support for compensatory redistribution. In relation to technological change,

scholars have studied how individual exposure affects attitudes towards policies related

to labor market risks, including redistribution, active labor market policies, and basic

income (for reviews see Weisstanner, 2021; Gallego and Kurer, 2022; Busemeyer et al.,

2022).

In applying this framework to policy preferences about the regulation and taxation

of technology, the main theoretical expectation is that people who stand to lose from

technological development – for instance because they are at risk of job displacement by

automation – are more likely to support government regulation of technology. Conversely,

winners from technological change should be less likely to demand government regulation

than losers.

Following previous literature, we distinguish between objective and subjective technology-

related risks.5 We conceptualize objective risks as derived from demographic features that

are not attitudes of the respondent. Citizens at a relatively high objective risk of techno-

logical disruption can be identified by using socio-demographic proxies of risk —individual

characteristics that have been theorized by previous research in labor economics as being

less likely to benefit from the adoption of new technologies, such as older age, lower edu-

cation, and rural residency. More directly, they can be identified with measures of the risk

estimated in their current occupations (we discuss this point in more detail below). We

conceptualize subjective risk as a suite of beliefs that people will not benefit or will eco-

nomically lose out from technological changes. Subjective risk can include broad concern

about job substitution from technology, more specific versions of this concern such as how

digital technologies allow outsourcing white-collar jobs,6 stress about learning skills to

manage technology (technostress), or distrust in large technological companies. Subjec-

tive risks are by construction attitudes and we discuss the correlation between objective

and subjective risks later in the paper and in the SI.

5“Subjective” concern (or “subjective risk”) is a key micro-foundation linking objective risk and
policy preferences (see Walter (2010), for an application of this logic to the case of international trade).

6We use the term ”globotics”, which refers to the risk that one’s job can be performed by a worker
living in another country with lower salaries and integrated in the workplace through digital technologies
(Baldwin, 2019).
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We hypothesize the following:

H1a: Individuals at higher objective risk of being negatively affected by technological

change are more likely to support government regulation of technology.

H1b: Individuals at higher subjective risk of being negatively affected by technological

change are more likely to support government regulation of technology.

While the standard framework is theoretically straightforward, one caveat is that peo-

ple at high objective risk of displacement may not be aware of such risks, and thus may

fail to develop preferences about policies aligned with their self-interest. There is grow-

ing evidence that people are generally unaware of technology-related labor-market risks

and often misattribute these types of risks to other factors such as international trade and

immigration (Wu, 2022, 2023; Mutz, 2021). Empirical research about the question if work-

ers at high objective risk of being displaced by automation support various compensatory

policies has found mixed results, which may depend on the sample in question, estima-

tion procedures and controls, and the form of redistribution policy (Gallego and Kurer,

2022; Weisstanner, 2021). For example, recent evidence indicates that workers concerned

about automation are less likely to support active labor market policies (Busemeyer et al.,

2023; Busemeyer and Sahm, 2022; Kurer and Hausermann, 2022), or universal basic in-

come (Weisstanner, 2021). As mentioned above, one possible explanation is that people

at a high objective risk of substitution are unaware of that risk. Empirical research finds

very small correlations between objective and subjective risks (Gallego et al., 2022).

A complementary and perhaps more realistic logic is that when people are given direct

information about the groups that stand to win and to lose from technology and corre-

sponding regulation thereof, they may be better able to align their preferences with their

self-interest. Thus, we straightforwardly hypothesize the following:

H2: Individuals at higher objective and subjective risks from technology are more sup-

portive of technological regulation when policy beneficiaries are made salient.

We flag that previous empirical work also casts doubt on this hypothesis. Experi-

mental findings indicate that even when they are informed about technology-related labor

market risks, people often fail to change their preferences (Zhang et al., 2021; Jeffrey,
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2021). For this reason, we also consider an additional argument related to the political

economy theoretical tradition but more anchored in psychologically realistic models of

political behaviour as those advocated by Achen and Bartels (2017). Attitudes toward

the regulation of technology can follow from considerations about the types of people

who are likely to benefit or lose out from technological change, and the attitudes that

respondents have towards these groups, such as considering them deserving or not, or

liking these groups or not. Recent research demonstrated that appeals to social groups

can shape political behavior, independently on whether people belong to these groups or

not (Thau, 2021; Huber, 2022). This mechanism only requires having general attitudes

towards the groups being considered and could hold even if respondents do not directly

connect self-interest to preferences. Individuals might be motivated to shelter particular

groups from the negative effects of technological change (independent of the individual’s

own risk), simply because people may wish to protect vulnerable or liked groups. For

instance, if a particular technology constitutes a labor market risk for older workers, atti-

tudes related to regulation could follow from considerations about the harms to this type

of workers and whether the person likes this group or not. Thus, we hypothesize that:

H3: Making salient individuals or communities that are harmed by technological change

increases overall support for government regulation of technology.

2.3 The Core Techno-optimist Narrative

The findings discussed above suggest that self-interest may have a limited capacity to

shape preferences towards technology regulation, even when citizens are directly aware or

informed of who benefits from regulation. Because of these empirically grounded doubts

about the capacity of self-interest oriented standard political economy theories to explain

attitudes towards regulation, we turn to an alternative explanation. We call it the ”core

techno-optimist narrative” and base our argument on ideational and socio-tropic accounts.

This alternative hypothesis is partially motivated by Johnson and Acemoglu (2023)

who identify the power of ideas as a critical factor that explains population acquiescence

with particular paths of development. Persuasive narratives are often promulgated by
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technology and political elites and justify why a particular path of development is chosen

by appealing to the common good. Acemoglu and Johnson pithily summarize the appeal

of egotropic arguments in policy framing: “if you tell others to follow what is blatantly

good for you, they will balk, seeing it as a crude attempt to get what you want. For an

idea to be successful, you need to articulate a broader viewpoint that transcends your

interests or, at the very least, appears to do so” (Johnson and Acemoglu, 2023, 81).

Socio-tropic narratives justifying technological disruption have historically been common,

and were prevalent even prior to democratization (when there was more coercive capacity

or technologies where themselves coercive). For instance, during the early industrial rev-

olution, narratives that extolled the inventiveness and entrepreneurial spirit of engineers

proliferated (Johnson and Acemoglu, 2023). Persuasion through ideas should be even

more crucial in democratic societies, where there are more constraints to coercion.

The claim that core narratives about technology that connect innovation to a common

good are strongly capable of shaping attitudes towards the regulation of technology re-

lates to a large body of work in political behavior that finds that voters are generally more

responsive to sociotropic concerns about the national economy than to egotropic concerns

based on their personal economic situation (Lewis-Beck and Paldam, 2000). This theo-

retical claim is also well-aligned with established theories in social psychology (Jost et al.,

2004) and behavioral economics (Benabou and Tirole, 2006) about how system-justifying

narratives produce conformity and legitimate inequality. More generally, it is also con-

sistent with recent interest about the causal power of ideas and narratives (Djourelova,

2023) as well as with classical work about framing effects (Chong and Druckman, 2007).

The contemporary version of a system-justifying narrative that protects technological

elites from government intervention through appeals to the common good takes the fol-

lowing form: technological change is the key driver of economic growth; the gains from

such growth will eventually benefit or trickle down to the whole population; by potentially

halting or slowing down innovation, government regulation of new technology reduces eco-

nomic growth; technological elites should be trusted to choose the path of technological

development that is best for societies. Such arguments are commonly made by such elites
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defending creative destruction, as exemplified by Facebook’s initial motto of “move fast

and break things.” Work in political science documents that technological elites are dis-

tinctively skeptical of government regulation (Broockman et al., 2019) and that delaying

the adoption and enforcement of regulation has been a key component in the strategy of

gig economy firms such as Uber (Mazur and Serafin, 2023). This core narrative is sup-

ported by policy-makers when they point to digitalization as the main driver of economic

growth.

We expect that appeals to the core techno-optimist narrative that links technology to

economic growth may be more relevant to preference formation about the regulation of

technology than redistributive appeals to winners and losers. To date, however, empirical

studies about the persuasive power of this core narrative about technology in current

democracies are lacking, particularly vis-a-vis other self-interested political economy ar-

guments. This paper attempts to fill this gap. Our final hypothesis is thus:

H4: Making salient the potential negative impact of technological regulation on eco-

nomic growth reduces support for such policies.

3 Data and Research Design

To test our hypotheses about how self-interest, group appeals, and sociotropic nar-

ratives shape preferences for the regulation of technology, we fielded online surveys in

spring 2023 (from late February until April 2023) in five EU countries (France, Germany,

Italy, Poland, and Sweden), with a sample size of 3,500 per country.The design was pre-

registered and deposited in a repository.7 We first discuss how we measure preferences

regarding technological regulation and then explain our experimental design.

7See insert link here. The surveys were fielded by Respondi-Bilendi. The sample was stratified by
population quotas of female vs. male gender, five standard age groups, education (university attendance
versus not), and NUTS-1 or broad geographical regions.
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3.1 Measuring support for technological regulation

Support for the regulation of technology is a concept by postulation (Saris and Gall-

hofer, 2014). Rather than asking citizens about support for regulation in the abstract,

our approach is to identify a set of specific policies, and ask respondents if they support

such policies. Based on a review of current debates in many post-industrial countries,

we develop six questions that cover different spheres. Three of our questions refer to

policies explicitly designed to protect workers from job displacement due to automation.

First, we consider support for taxes on companies that use algorithms to replace workers.

This is an operationalization in a survey context of proposals about ‘robot taxes’ from

prominent individuals such as Bill Gates. This policy is especially relevant regarding AI

applications, and in this policy (see design section) we mention white and blue-collar jobs.

Second, we measure support for strengthening labor institutions (such as unions) to have

more power regarding the integration of technology in the workplace. Previous literature

finds that such institutions can greatly affect how technology is incorporated and thus

affect employment and wages of existing workers (for a rich study of the case of robots in

Germany see Dauth et al. (2021). Third, we measure support for regulations to make it

difficult for firms to replace workers with machines or technology.

Our fourth measure assesses support for a proposal to increase stricter regulations

on firms that use such monitoring technologies. An increasing source of concern is the

capacity of companies to use technology to monitor workers more carefully in unprece-

dented ways. Examples of monitoring include tracking what workers do in their work

hours or indicate the appropriate action in each moment. These policies reduce worker

autonomy and may significantly harm job satisfaction and mental health. We thus think

it normatively important to measure citizen support for policies to regulate monitoring.

Finally, we consider two policies that more directly affect consumers. The first one is

the regulation of the platform economy, which of course is both a worker-protection issue.

The second one is related to consumer services and the issues include job protections for

such workers and fairness towards incumbent companies (such as taxis), largely trading off

against price competitiveness and convenience for consumers. The sixth policy is taxation
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of large Internet companies such as Amazon; such firms use algorithms and technological

practices that permit both price competition against incumbents and consumer benefits.

Taxation or punitive measures can be viewed as a general policy of reducing technological

‘incursion’ into everyday consumer affairs and as a way of preserving existing communities

(e.g. shops in town centers).8

Specifically, we ask whether individuals agree or disagree with these six policies (word-

ings below). While these policies are not exhaustive, they capture a wide range of reg-

ulatory and taxation policies that have been proposed in some capacity, with different

instruments, and potential beneficiaries or costs.

3.2 Experimental design

Our control group asks about support for these six policies and provides a baseline

measurement of support. Digitalization is currently not a salient political issue,9 for most

policies and in most countries. We are aware that for many people, we may be measuring

non-crystalized attitudes (Converse, 1964). Thus, we interpret responses to the baseline

condition as general sentiment towards technological regulation in a context in which this

issue has low political salience.

The treatment conditions allow us to examine how attitudes change when more infor-

mation about the implications of technology regulation is given, as would be the case if

the issue became more salient. We compare policy support in the control condition with

support in three experimental treatments. In the first treatment, we tell respondents

that technological change can harm some citizens or communities and that the policy can

protect these groups. We call this condition ”Winners and Losers” or ”Distributional”

argument. In the second treatment, we use some policy-specific version of the argument

that technology produces growth and conversely that regulation harms the economy or

consumers. We call this condition the ”Regulation harms growth” or ”Economic growth”

8Amazon in particular has been criticized as well for issues related to job security and monitoring of
workers.

9Exceptions to this include specific debates about the role of platform economies, which affect more
salient incumbent industries (such as transportation and tourism), and the role of large technological and
Internet companies in terms of being potentially unfairly competitive.
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argument. Our final treatment condition combines these two claims and we refer to this

condition as ”Both”. Summarizing, the conditions are:

A) Control (no further statement after policy proposal)

B) Arguments about winners and losers highlighting distributive consequences and

how regulation of technology can benefit particular groups of citizens

C) Arguments about the negative socio-tropic economic consequences or regulation

highlighting how the regulation of technology harms the economy or consumers

D) Both arguments B and C

Table 1 displays the wording in the control group and the treatments for each policy

proposal. The first column provides the question asked in the control group, with no

additional information. The second column provides the additional wording mentioning

specific groups as winners or losers of the policy. For respondents who belong to the groups

mentioned, this allows us to test self-interest based arguments. The third column provides,

for each policy, arguments that connect to the core techno-optimist narrative and claims

in various forms that technology regulation harms the economy or consumers. Response

options were “strongly disagree,” “disagree,” “Neither agree nor disagree,” “agree,” and

“strongly agree.”

We slightly adjust some of the specific beneficiaries and the sociotropic costs of reg-

ulation across the treatment groups, to account for realistic variations in impact across

the policies. We discuss here the justification for the treatment statements we chose. For

the three policy proposals that aim to protect workers, we explicitly mention beneficiaries

as being groups that are relatively clearly labeled as such by labor economists. For both

policy questions 1-2, the beneficiaries of the policy are “. . . workers whose jobs are more

threatened by technology, such as the older and less educated.” For policy question 3

(taxing robots and arguments), as the policy question explicitly gives examples of white

and blue-collar jobs that are threatened by algorithms and software, the wording frames

the policy as “workers that currently perform tasks such as translators, accountants or

sales people.” Regarding the treatment about costs of regulation, we directly mention

economic growth when this is plausible given the content of the policy, as in the two first
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Table 1: Question wording and treatments for the six policy areas

Nr. Policy Winners and losers Regulation harms growth

1 The government should give trade unions or
workers more power to decide whether new
technologies are adopted at work and how
they are implemented.

This policy could protect work-
ers whose jobs are more threat-
ened by technology, such as the
older and less educated.

This policy could reduce
economic growth and make
[COUNTRY] less economically
competitive compared to other
countries.

2 The government should make it harder for
firms to adopt new technologies or machines,
if they reduce salaries or jobs.

This policy could protect work-
ers whose jobs are more threat-
ened by technology, such as the
older and less educated.

This policy could reduce
economic growth and make
[COUNTRY] less economically
competitive compared to other
countries.

3 The government should increase taxes and
regulations on firms that adopt software,
robots, or algorithms that do the work that
their workers do (for instance text transla-
tion, accountants, checkout machines, and
customer service chats).

This policy could protect work-
ers that currently perform tasks
such as translators, accountants
or sales people.

This policy could raise the
prices of these services.

4 The government should adopt more regula-
tions about how companies use digital tech-
nologies to monitor what people do at work.

to protect workers in these com-
panies.

even if this reduces service qual-
ity for customers or clients.

5 The government should more strongly regu-
late “platform” companies (like Uber, Airbnb
or Deliveroo).

to protect workers in these com-
panies or workers in the com-
peting sectors.

even if this increases prices for
consumers.

6 The government should increase taxes on
larger Internet retailers like Amazon.

protect smaller businesses that
compete with these retailers.

if this could raise the prices of
goods sold online.

policies. For the third labor-protecting policy, the cost is framed as increasing the prices

of these services (which is a plausible direct, observable cost from this policy).

For policy proposal 4 on worker monitoring, which captures a non-economic form of

labor protection, the ”winners and losers” condition straightforwardly lists the beneficia-

ries as workers who are being monitored. The “regulation harms the economy” condition

is framed as reducing service quality for customers or clients, a frequent justification given

for worker monitoring by employers.

For the last two policies that have clearer consumer implications, taxing large Internet

retailers and the platform economy (though they have consequences for worker welfare as

well), the beneficiaries are workers in the relevant sectors. For question 5 (gig economy)

on regulation of the platform economy, beneficiaries are listed as “workers in these com-

panies or workers in the competing sectors,”; for question 6 (online retail) on taxation of

large Internet retailers, beneficiaries are the “smaller businesses that compete with these

retailers.” For both of these policies, the most obvious costs were higher prices of the

provided goods.
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The order in which the respondent read the six policies was randomized. Importantly,

we maintained the same “treatment category” for all six policies to minimize contami-

nation across question consideration. For example, if a respondent was assigned to the

control group, then she read the “control-group” wording of all six policy questions.

3.3 Measurement: risks, correlates, and moderators

In this part of the design section, we present the rich set of additional variables col-

lected, focusing on objective and subjective variables that are expected to both positively

correlate with support for the protectionist policies in the control group (hypothesis 1),

and to moderate the treatment effect of the distributional frame (hypothesis 2). Unless

otherwise specified, all expectations discussed after the variable descriptions refer to the

control group. We present the following five categories of variables.

Demographic data. We collect a rich set of demographic variables. These include

respondent gender (male, female, other), region of residence (NUTS 2 and 3 level), age,

highest education completed, current labor-market situation, labor-contract, after-tax

income, native of country, type of area of residence (small town, city, suburb, country

village, country home). Of these, we consider lower education (non-university), higher age

still in the labor force (45-64), less secure labor contract, and residence in the countryside

or a small town as objective indicators of risk of displacement by automation. We expect

these demographic indicators to be correlated with support for worker protection policies

(hypothesis 1a, applied to policies 1-3), and to be more sensitive to treatment conditions

emphasizing worker protection.10

Subjective attitudes related to technology-specific risks. To test hypotheses about the

role of subjective concerns in shaping policy preferences, we collected much information

on attitudes about technology. In some cases, these risks were intentionally measured

to assess their correlation with the relevant policy choice as described above, and are

applicable to those in the workforce. Such measures include: higher subjective concern

10We do not have such clear expectations for the other policies (policies 4-6), but we collect the
indicators that are more relevant to the groups mentioned in these questions: workers in the gig economy,
own experience of workplace monitoring, and use of online retail.
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about technology in the workplace, belief about the percent of workplace tasks that

could be automated in the near future (0-100%), concern about being monitored by

technology at the workplace, concern about their job being substituted by technology

abroad, overall sentiment towards the five most salient technology companies, and finally,

stress about learning new technology at work (“technostress”). We expect that these

subjective concerns should correlate with support for all six regulatory policies.

Respondent economic situation. We also collect data on other relevant economic con-

cerns; we measure concern about job loss and belief in the ability to find a new job if

needed, and job precariousness. We expect that concern about job loss positively corre-

lates with support for regulatory policies.

Political attitudes. We measure respondent identification with their country, occu-

pation and gender, trust in economic and political institutions, recent national turnout,

policy attitudes (redistribution and others), and vote intention in next national election.

Left-wing ideology, proxied by left-wing party vote intention or by responses to redistribu-

tive policy items, should correlate with support for all six policies.

Occupational and consumer behaviors. We also measure a battery of occupation and

consumer-specific behaviors, for completeness, and in the expectation that they may

correlate with relevant policies. On the worker side, we measure if the respondent attains

any income from platform work (excluding online surveys), and if so, what percent of

income is derived from such work. We additionally assess how much technology the

respondent uses for her job. On the consumer side, we measure use of apps as a consumer

and use of online retailing.

‘Objective’ occupational indicators based on occupation and tasks. For those in the

workforce, we use the inputted 4-digit ISCO occupation code to calculate using a cross-

walk the imputed ‘AI’ risk in terms of probability that the job can be substituted with

AI (calculated from occupation data). We collect various indicators of AI risk: Webb

(2019), Brynjolfsson et al. (2018), Felten et al. (2021). In addition, we use the occupation

codes to calculate routine-task intensity (RTI), a standard occupation-based predictor of

automation-based substitution risk (Autor et al., 2003). We expect that these objective
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measures of risk should correlate with support for all six policies, with stronger positive

correlations for the first three worker protection policies.

4 Results

This section presents the findings most relevant to test the hypotheses while additional

results are presented in the Appendix. The first subsection describes the data. Hypotheses

1a and 1b are correlational, and we test them focusing on respondents in the control group.

We use the 2x2 experimental design to test hypotheses 2, 3, and 4. The distributional

frames are designed to allow a direct test of hypothesis 3 about the impact of providing

arguments about winners and losers of regulatory policies, regardless of the respondents’

status and risks. When combined with information about the individual characteristics

of respondents, this treatment condition also allows us to test hypothesis 2 about how

arguments about which particular groups stand to win from a regulatory policy makes

the beneficiaries of the policy more likely to support it. Finally, the economic growth

condition allows a direct test of hypothesis 4 about the impact of narratives that link

technology to economic growth and the regulation of technology to negative sociotropic

consequences.

4.1 Baseline support for technological regulation

We first discuss baseline support for the six policies across the five countries, using

only respondents in the control group, for whom no additional information was provided

about the implications of these policies. Figure 1 shows that, for all six regulatory policies,

there is moderate support in the population in all countries.
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Figure 1: Distribution of responses in the control condition

Note: The figure reports the distribution of responses to the six policy questions about techno-
logical steering for all five countries. Only respondents in the control condition are included.

Only a minority disagrees with such policies. A plurality in all countries neither

agrees nor disagrees with the policies, consistent with the possibility that attitudes are not

crystallized. But among those who state an opinion, support for regulation is more likely

than opposition. Taxes on online retailers is the policy that commands more support,

except in Poland. While there are some cross-country differences, overall, results are

notably similar across the five countries.
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4.2 Winners and losers, and support for technology regulation

To test hypotheses 1a and 1b, we examine if our objective and subjective measures of

risks correlate with support for technology regulation.

4.2.1 Objective measures of risk

First, to test hypothesis 1a, we present the results of simple regressions of preferences

towards regulation on objective indicators of risk of displacement due to automation:

Support for regulationid = α + βXid + ηdCountryd + ϵid (1)

where support for a regulatory policy by individual i in country d is a function of a

vector Xi of socio-demographic factors (age, education, place of residence). Regiond

denote country fixed effects.

We focus on respondents in the control condition, who were not given any information

about the implications of the regulatory policies. As discussed, one approach to mea-

suring objective labor market risks related to automation is based on socio-demographic

variables while a different one measures risk of substitution based on occupational codes.

Table 2 first presents the results of the correlational analyses using socio-demographic

indicators (age, education and place of residence) as objective measures that proxy for

risk of substitution. Unless otherwise noted, all results are based on linear models with

variables rescaled 0-1 to ease interpretation or entered as categories with the ’lowest’ or

intuitive category as a baseline.
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Table 2: Correlates of support. Objective measures of risk in the control condition
Unions Governments Gig economy Monitoring Amazon Algorithms tax

Age: 45-64 -0.035*** 0.569*** 0.558*** 0.590*** 0.049*** 0.540***
(0.008) (0.010) (0.009) (0.010) (0.009) (0.010)

Age: 65+ -0.069*** -0.009 0.055*** -0.002 0.098*** 0.013
(0.011) (0.009) (0.008) (0.009) (0.012) (0.009)

Education: Vocational 0.024** -0.054*** 0.093*** -0.000 0.048*** 0.026*
(0.009) (0.012) (0.011) (0.012) (0.010) (0.012)

Education: University -0.008 0.017 0.075*** 0.049*** 0.050*** 0.066***
(0.010) (0.010) (0.009) (0.010) (0.011) (0.010)

Education: Post-graduate -0.035 -0.026* 0.035*** 0.009 0.101** 0.016
(0.029) (0.012) (0.010) (0.012) (0.033) (0.011)

Place: A country village -0.013 -0.076 * 0.142*** 0.053 0.022 -0.005
(0.011) (0.034) (0.030) (0.033) (0.013) (0.032)

Place: Countryside -0.005 0.007 0.008 0.007 -0.072*** 0.022
(0.017) (0.013) (0.012) (0.013) (0.019) (0.013)

Place: A town or a small city -0.010 -0.010 -0.047** -0.063*** 0.017 -0.025
(0.009) (0.019) (0.017) (0.019) (0.011) (0.019)

Place: The suburbs of big city -0.012 0.007 -0.003 0.009 0.032* 0.001
(0.013) (0.011) (0.010) (0.011) (0.014) (0.011)

(Intercept) 0.647*** 0.014 0.005 0.025 0.570*** 0.024
(0.009) (0.015) (0.013) (0.015) (0.010) (0.014)

Note: The table presents the results of regressing support for technology regulation with objective
variables that are proxies of risk by substitution. Only respondents in the control condition are
included.

We find that older people at a working age (those aged 45 to 64) are more favorable to

regulation than younger people for five of the six policies. The only exception is opinion

on whether trade unions should be given more say over the adoption of technology, a

policy slightly more supported among younger people. The differences between younger

respondents and the oldest age group (aged 65 and more) are smaller than those between

younger and older but working-age respondents. The only exception to this general pat-

tern is taxes on internet retailers, a policy that is most supported among citizens aged

65 and older. The more common curvilinear pattern in which support for regulation is

highest among age group 45-64 is aligned with a self-interest interpretation in which labor

market considerations drive preferences for regulation.

By contrast, we find less definitive patterns regarding education. Respondents with a

university education are more likely than less educated citizens to support the regulation

of technology, even though it is the less educated who are generally considered as having

been lagged behind by technological development in the last decades.

Similarly, we do not find that people living in big cities, who are generally considered
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as beneficiaries of technological change, exhibit lower support for regulation than people

who live outside large cities, as would be expected from a self-interest perspective.

Next, we focus on the role of AI-risk, which is the most up-to-date measure of risk

vulnerability in occupations. To the best of our knowledge, this paper is the first to

link a recent measure of risk of substitution by AI proposed by Webb (2019) to survey

data in political science. We find that most respondents are in occupations in which

risk of substitution by AI is relatively limited, as shown in Appendix A. Out of space

constraints, this table is not shown, but we find a weak correlation between this measure

of objective risk and subjective risk (such as perceptions of technology) once basic controls

are accounted for. Our overall takeaway is that many objective occupational measures of

risk do not correlate with support for technology regulation, while older working-age, a

much coarser measure of overall risk, seems to play a stronger role.

4.2.2 Subjective measures of risk

We now turn to testing hypothesis 1b and examine whether attitudes towards regula-

tion are correlated with various subjective concerns about the labor market implications

of technological change, or other attitudes broadly related to this topic. Again, in these

correlational analyses, we only include respondents in the control condition. We examine

a wide variety of attitudes, capturing different aspects of subjective risk.

Our first two subjective risk indicators are specifically about labor market risks and

have been used in previous work, such as concern about the overall impact of technol-

ogy at work on job prospects (Gallego et al., 2022) and the percentage of tasks that can

be substituted by new technologies as estimated by the respondent (Kurer and Hauser-

mann, 2022). Our third measure asks if respondents are concerned about the possibility

that their job can be performed by telecommuting workers in other countries with lower

salaries (globotics). We also measure and test for the role for three related indicators of

techno-stress used in the management literature, as such stress should affect policy views

(Ayyagari et al., 2011): how frequently they need to learn how to use new technologies in

their jobs, whether respondents are concerned about being outperformed or replaced with
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workers with better or newer digital skills, whether they find it stressful to learn new digi-

tal skills. Our seventh measure is general sentiment about the Big Five tech firms (Apple,

Alphabet, Microsoft, Meta and Amazon). Our eighth measure is based on self-reports

about the intensity of use of new technologies at work. The two final measures are not

specifically about technology but give a sense about respondents’ concern about losing

their current job in the next five years and the perceived outside options, as measured by

the believe that they could find a similar or better job if they lost the current one.

We run separate regression models for each subjective variable and each policy:

Support for regulationid = α + βXid + γSubjective attitudeid + ηdCountryd + ϵid (2)

where support for a regulatory policy by individual i in country d is a function of

the vector Xi of socio-demographic factors included in Table 2 (age, education, place of

residence)and one subjective variable of interest at a time. Again, Regiond denote country

fixed effects. Thus, we do not include control for other subjective risk variables.

Table 3 presents the results. For brevity we only display the coefficient (γ) of the

relevant risk variable. Two of the subjective-risk variables, belief in technology at work as

positive and attitudes towards the Big Five tech firms, are coded such that higher values

indicate less ’risk,’; the rest are coded such that higher values proxy for greater risk.

We first begin by analysing results of the two most established indicators of subjective

technological risk in the literature. In both cases, we only find partial support for our

expectations. People who are optimistic about the impact of technology at work are less

likely to support technology regulation, but only for two of the six measures examined.

Similarly, people who estimate that a higher percentage of tasks in their occupation can

be substituted by technology are actually less likely to support regulation for two out of

six measures, and this risk does not correlate with support for the other four policies.

Where the estimated coefficients are in the expected directions, but they are weak and

frequently do not reach conventional levels of statistical significance.

In the case of globotics, we find that people who are concerned that their job can

be performed by telecommuting workers in other countries for cheaper salaries are more
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Table 3: Correlates of support. Subjective measures of risk in the control condition

Unions Governments Gig economy Monitoring Amazon Algorithms tax
Impact of technology at work 0.029 -0.082 ** -0.042 -0.019 -0.009 -0.132 ***

is positive (0.024) (0.028) (0.024) (0.028) (0.027) (0.027)
% of tasks that can be -0.020 -0.075 ** -0.028 -0.000 -0.052 * -0.038

substituted by technology (0.020) (0.023) (0.020) (0.023) (0.022) (0.022)
Worry about substitution by 0.063 ** 0.080 *** 0.012 -0.008 -0.025 0.075 ***

workers in other countries (0.020) (0.023) (0.020) (0.023) (0.023) (0.022)
Frequently needs to learn -0.331 -0.213 1.014 1.097 1.391 0.385

new technologies (0.770) (0.900) (0.781) (0.881) (0.867) (0.862)
Concern about being -0.262 -0.146 0.988 1.093 1.433 0.426

outperformed or replaced (0.764) (0.893) (0.776) (0.874) (0.861) (0.856)
Stressful to learn new 0.044 * 0.038 -0.015 0.000 -0.013 0.046 *

digital skills (0.019) (0.022) (0.019) (0.022) (0.021) (0.021)
Attitude towards big 0.053 * -0.063 * -0.109 *** -0.072 ** -0.259 *** -0.066 *

tech firms (0.024) (0.028) (0.024) (0.027) (0.027) (0.027)
Use of new technologies -0.029 0.019 0.003 0.011 0.027 -0.005

at work (0.017) (0.020) (0.017) (0.020) (0.019) (0.019)
Perceived probability of losing 0.049 ** 0.059 ** 0.054 ** 0.015 0.033 0.027

job in the next 5 years (0.017) (0.020) (0.017) (0.020) (0.019) (0.019)
Perceived employment 0.023 0.027 0.005 0.036 -0.017 -0.028

options if job loss (0.017) (0.020) (0.017) (0.019) (0.019) (0.019)
N 2515 2515 2515 2515 2515 2515
R2 0.048 0.045 0.055 0.022 0.076 0.063
logLik 47.348 -344.879 10.426 -290.289 -251.780 -237.086
AIC -48.695 735.757 25.149 626.579 549.561 520.172

Note: The table presents the results of regressing support for technology regulation on atti-
tudes related to how technology affects labor markets, technostress, attitudes towards big tech
firrms, self-reported use of technology at work and general perceived labor market risks. Only
respondents in the control condition are included.

likely to support regulation in three of the six areas studied: giving unions more capacity

to decide about the introduction of technology in workplaces, support for governments

intervention to make it more difficult that firms substitute workers by technology, and a

tax on robots and algorithms.

By contrast, we do not find clear evidence that people who are more techno-stressed, as

measured by our three indicators, have different attitudes towards technology regulation.

Respondents who hold more positive attitudes towards the Big Five tech firms are less

likely to support regulation in five of the policy areas we consider, but, surprisingly, they

are more likely to support giving unions more say in decisions about technology adoption.

Turning to our measure of how frequently respondents use new technologies at work, we

find no correlation with preferences for the regulation of technology.

Finally, we find evidence that workers who believe that they may lose their job in

the next years are more likely to support regulatory measures for three of the indicators
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considered (trade unions, government intervention and the gig economy). This positive

impact seems limited to precariousness. Our last indicator, on perceived outside options

in case of job loss, does not correlate with preferences for regulation.

With this large battery of subjective-risk measures, overall, we do find some evidence

that subjective concerns about technology and about labor market risks predict to some

extent attitudes towards regulation, but the results are often inconsistent across policy

areas. We conclude that subjective concerns are generally weak predictors of preferences

about regulation and that we find only partial support for hypothesis 1b.

4.3 Experimental results

We now assess if the arguments we provided (appealing to the claim that certain

groups can benefit from regulation and the narrative that technology fosters growth) af-

fected support for the six policy questions.11 Recall that we hypothesized that individuals

appealing to how particular groups stand to win from a regulatory policy makes people

from groups that stand to win from it become more likely to support regulation (hypoth-

esis 2); that appealing to the benefits of regulation for individuals or communities that

are harmed by technological change increases support for regulation (hypothesis 3); and

appealing to the link between technological change and economic growth reduces support

for regulation (hypothesis 4). Hypotheses 3 and 4 refer to the average (unconditional)

effects of our treatments, and we start by testing them. Hypothesis 2 is about the inter-

action between selected characteristics of respondents and the treatment that emphasizes

implications for some particular groups.

We report the results of the average treatment effects relative to the control group in

Figure A-3 below. As we show in Appendix C, the results are identical when the models

include basic socio-demographic controls.

11We report the results of balance tests in Appendix B.
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Figure 2: Main Experimental results (no controls)

Note: The figure reports the differences in support for the six policy questions about the reg-
ulation of technology among each of the three experimental conditions, relative to the control
group.

We find support for hypothesis 3. Arguments that appeal to winners and losers and

point to the potential beneficiaries of regulatory policies (indicated by the blue dots)

have a moderate capacity to affect opinion, relative to the baseline. Mentioning the

beneficiaries of policies increases support for them by a small extent, a little under five

percentage points across countries and policies.

We find much stronger support for hypothesis 4: arguments that link regulation to

less economic growth or costs for consumers in general strongly reduce support for policy

proposals (the red dots indicating assignment to this condition are far to the left of the

baseline control, indicated by the vertical gray line). Clearly, the frame used by techno-

optimist elites so far on the reasons why technology should not be regulated or taxed is

effective, as in our sample it reduces support for such policies by about 10 percentage

points fairly consistently across countries.

The impact of simultaneously providing both arguments is additive: in the treatment

group that provides both arguments, support for the policies are slightly reduced relative

26



to the baseline, which suggests that in a higher information environment, the socio-tropic

argument is more persuasive than the distributional argument.

4.3.1 Conditional impact of moderators

Next, we turn to testing the more specific version of standard political economy mod-

els discussed in our hypotheses. Specifically, we test if individuals who are are mentioned

as beneficiaries of regulation across the multiple policies are more likely to support gov-

ernment regulation of technology; we do so by assessing if there is a precisely estimated

interaction effect between treatment assignment and relevant moderator. Figures 3 and

4 display the predicted probabilities of policy support across each treatment condition.

Unless otherwise noted, all figures come from the same linear model from the previous

figure, except for inclusion of an interaction term between treatment assignment and the

relevant moderator. We focus on a select sub-set of the most relevant moderators that

are actually mentioned within the treatment text and present additional results about

moderators in Appendix A-5. For simplicity, we dichotomize all moderators.

For transparency, we display the impact of each moderator for each policy, but we

are particularly interested in the question if the hypothesized moderators strengthen the

effects of the distributional prime, which flagged the beneficiaries of the policies. For

instance, we expect that less educated respondents are more likely to increase support for

a regulatory policy when provided with information that this policy is particularly helpful

for less educated people. Thus, the main feature of interest is whether the predicted

probabilities of supporting a regulatory policy substantially vary at different values of

the relevant moderators (indicated by triangles vs dots) in the distributional (light blue)

condition. According to self-interest oriented political economy theories, respondents who

are likely beneficiaries of a policy should be more likely to support such policy, and support

should increase more when given information about the type of beneficiaries of the policy.
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Figure 3: Experimental results by age, education, and risk of substitution by AI

Note: The figure reports the treatment effects by age, education and risk of substi-
tution by AI.
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Figure 4: Experimental results by participation the gig economy and monitoring

Note: The figure reports the treatment effects by work in the gig economy, percent-
age of income from the gig economy and experience of being monitored at work.

Our overall takeaway from the predicted probabilites displayed in the figures is that

many of the most straightforward demographic and objective risk indicators mentioned

in the treatment text do not strongly moderate (if at all) treatment effects. Neither

the stronger negative effects of the socio-tropic frame, nor modestly positive effects of the
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distributive frame, appear to be strongly driven by the most obvious theoretically relevant

demographic and occupational indicators. As the figures show, strikingly, individuals who

are clearly indicated to be beneficiaries of various regulatory or taxation policies are not

more responsive to treatments that highlight this. For example, less educated and older

individuals are not more likely to favor the three labor-protecting policies more even when

such policies are framed as such. Notably as well, our most precise measure of AI risk by

occupation does not clearly moderate treatment effects for the distributional treatment

(or any other). We overall find limited support for our hypotheses predicting moderating

effects. 12

5 Conclusions

We first summarize our results from the observational and experimental data with

respect to our hypotheses, and then turn to extensions and implications. First, we find

considerable support for all six technology regulation policies within the control group.

Second, we find fairly limited to no evidence objective or subjective risks, across a wide

variety of precise measures, correlate highly with regulatory support. A coarse measure

such as older working-age correlates more highly than detailed occupation-based measures.

Third, we find that frames that connect to the core narrative that putting limits to

technology carries costs for economic growth or for consumers in general are much more

persuasive than frames that mention winners and losers of policies. This is generally

consistent across countries and policies.

Fourth, we find that the aforementioned direct objective indicators do not moderate

the effects of winner-loser frames, not even for people with the characteristics mentioned in

those frames. For example, in frames that a regulatory policy can help older workers, older

respondents in our dataset do not become more likely to support the policy. We do not

find that our main treatment results are particularly driven by hypothesized moderators

of age, education, and various forms of technological risk, either objective nor subjective;

12Due to space constraints we do not show the graphs for our battery of measures of subjective risk.
For most such measures, the distributional prime has no conditional effect.
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within the control group, there are not strong correlations with these demographic features

and support for policies.

We conclude with caveats and thoughts about how these may inform further research.

The frames we provide in this article are of course not exhaustive. While we think our

experiments are sensible operationalization of theoretical concepts, there are alternative

arguments in favor of regulation that span non-economic dimensions. Implicitly, our

design has focused on testing the key “techno-optimist” position, but other arguments

can be considered. More research needs to be done to identify the types of arguments

that are more frequently used and those that are more effective, specially regarding the

regulation of artificial intelligence.

An additional caveat is that we are studying attitudes towards the regulation of tech-

nology in a context in which this issue has a low political salience. Capturing preferences

about an important but low salience topic is relevant as it provides a benchmark to track

public debate and opinion in the future, something akin to what has happened in relation

to climate change.

Given the importance of AI, we anticipate a growth in the salience of these topics in

the future. There are some indications that the types of policies we are studying have

the potential to become relevant for several reasons. First, there are abundant histori-

cal examples of cases when various political actors, including workers and citizens, have

preferred not to adopt new technologies (Rosenberg and Curci, 2023; Johnson and Ace-

moglu, 2023). Second, the examples discussed in the introduction point in the direction of

rising public debate about the regulation and taxation of AI. Third, even though survey

measures of support for steering policies so far have been sparse and indirect, there is

indication in current survey data that these policies may be palatable to workers affected

by technological change (Gallego et al., 2022). Fourth, if technological change continues

to increase income inequality, some policy-makers may arrive at the conclusion that pre-

venting some changes is more feasible than dealing with the consequences of accelerated

automation. Colantone and Stanig (2018) note that trade policies to preserve the status

quo have been perceived as a more viable or politically appealing proposal as welfare
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states have become strained and the limits and costs of redistribution have increased.

Given the potential of new technologies to increase income inequality, a similar logic may

apply to technology.

For these reasons, it is entirely plausible that the regulation of technology, specially

AI, becomes more salient as workers or communities concerned about potential ego-tropic

or socio-tropic negative implications of technological change demand protection against

change. In this context, we hope that our results can be considered as a benchmark for

future studies on this topic.
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Appendix

These appendices contain materials, results, and robustness checks that supplement

the main text.
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A Risk of substitution by AI

We asked respondents about their occupation in the survey. Based on the coding of

occupational codes at the four-digit level, and a cross-walk from SOC scores to ISCO

cores, we assign each respondent a risk of being substituted by AI, as estimated by Webb

(2019). The figure below provides the distribution of AI substitution risk in the data.

Figure A-1: Distribution of risk of substitution by AI

Note: The figure presents the distribution of risk of substitution by AI, using the measure
proposed by measured by Webb (2019) in our sample.
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B Balance tests

We check balance by regressing various characteristics on assignment to treatment

group taking the control group as the baseline.

Figure A-2: Results of balance tests

Note: The figure reports the results of regressing treatment assignment on country, origin, income,
occupation, employment situation, education, gender, and age.
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C Main experimental results with demographic con-

trols

When adding demographic controls, the results remain almost identical as in the case

of results presented in the main text, which do not include such controls.

Figure A-3: Main Experimental results (including controls)

Note: The figure reports the differences in support for the six policy questions about the regula-
tion of technology between each of the three experimental conditions, relative to responses in the
control group. The models includes controls for age, education, gender, employment situation,
origin, and country.
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D Additional moderators

Figure A-4: Subjective risks as moderators

Note: The figure reports the treatment effects for respondents at high and low levels of subjective
risk (perceived impact of technology on job, perceived percentage of tasks at risk of substitution,
and technostress).
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Figure A-5: Other variables as moderators

Note: The figure reports the treatment effects by frequency of online shopping, trust in unions,
and vote for left-wing parties.
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